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[1] There is strong observational evidence that the 1999 My, 7.1 Hector Mine earthquake
in the Mojave Desert, California, was triggered by the nearby 1992 My, 7.3 Landers
earthquake. Many authors have proposed that the Landers earthquake directly stressed the
Hector Mine fault. Our model of the Landers aftershock sequence, however, suggests
there is an 85% chance that the Hector Mine hypocenter was actually triggered by a chain
of smaller earthquakes that was initiated by the Landers main shock. We perform our
model simulations using the Monte Carlo method based on the Gutenberg-Richter
relationship, Omori’s law, Bath’s law, and assumptions that all earthquakes, including
aftershocks, are capable of producing aftershocks and that aftershocks produce their own
aftershocks at the same rate that other earthquakes do. In general, our simulations show
that if it has been more than several days since an M > 7 main shock, most new
aftershocks will be the result of secondary triggering. These secondary aftershocks are not
physically constrained to occur where the original main shock increased stress. This may
explain the significant fraction of aftershocks that have been found to occur in main shock

stress shadows in static Coulomb stress triggering studies.
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1. Introduction

[2] On 16 October 1999, the My, 7.1 Hector Mine earth-
quake occurred in the Mojave Desert, California, only 7
years after and 20 km away from the 1992 My, 7.3 Landers
carthquake (Figure 1). It is likely that the Landers earth-
quake triggered the Hector Mine earthquake, since the
recurrence interval for M > 7 events in the Mojave Desert
is predicted to be several thousand years or more from
geodetic measurements [Sauber et al., 1994]. Yet attempts
to establish that the Landers earthquake increased the static
Coulomb stress at the Hector Mine hypocenter have proven
to be inconclusive [Harris, 2000; Harris and Simpson,
2002] and sensitive to the coefficient of friction [Parsons
and Dreger, 2000]. This has generated a number of other
proposals for the triggering mechanism, including dynamic
stressing [Kilb, 2000, 2001], viscoelastic stress transfer
[Zeng, 2001; Freed and Lin, 2001; Pollitz and Sacks,
2002], and static stress changes combined with rate and
state friction [Price and Biirgmann, 2002].
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[3] A critical component of the above works, and of many
other earthquake-triggering studies, is that it is assumed that
the slip of the main shock alone, or the combined slip of the
main shock and a large aftershock, was responsible for all
subsequent triggering. In this study, we address the proba-
bility that small aftershocks were actually key players in
delivering critical stress to the Hector Mine hypocenter. Our
analysis is performed using Monte Carlo modeling and is
based on the Gutenberg-Richter relationship, Omori’s law,
Béth’s law, and assumptions that all earthquakes are capable
of producing aftershocks and that aftershocks produce their
own aftershocks at the same rate that other earthquakes of
comparable magnitude do. These assumptions are essentially
the same as those used in other studies that have modeled
secondary aftershock activity, such as Kagan and Knopoff
[1981] and Kagan [1991]. With the exception of Bath’s law,
they are also the same assumptions made by Ogata [1998],
Console and Murru [2001], A. Helmstetter and D. Sornette
(Subcritical and supercritical regimes in epidemic models of
earthquake aftershocks, submitted to Journal of Geophysical
Research, 2001), and others.

[4] First, we provide evidence that not only are all
earthquakes capable of producing aftershocks but that small
earthquakes can trigger aftershocks larger than themselves.
We then discuss circumstantial evidence that the Hector
Mine earthquake was the result of such triggering. Finally,
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Map of recorded Landers aftershocks, occurring from the time of the Landers main shock
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(28 June 1992) until the Hector Mine main shock (16 October 1999). Gray dots denote the epicenters of
all M > 2 aftershocks; black circles surround the epicenters of M > 5 aftershocks not specifically
discussed in the text. Black diamonds denote the epicenters of the Landers (L), Joshua Tree (JT), Big
Bear (BB), Pisgah (P), and Hector Mine (HM) earthquakes, as labeled. The box identifies the distinct
cluster of Landers aftershocks around the future Hector Mine epicenter.

we use Monte Carlo simulations to calculate a specific
probability that the Hector Mine earthquake was a secon-
dary, not direct, aftershock of the Landers earthquake.

2. Evidence That Small Earthquakes Can
Trigger Larger Ones

[s] The best evidence we have that small earthquakes can
trigger large ones is that occasionally a large earthquake is
closely preceded in space and time by a smaller one, or
series of smaller ones, commonly known as foreshocks.
There is disagreement, however, over whether foreshocks
actually trigger their main shocks or are simply by-products
of the main shock nucleation process. Support for the
former view includes Kagan and Knopoff [1981], Aber-
crombie and Mori [1994], Mori [1996], Michael and Jones

[1998], and Kilb and Gomberg [1999], while support for the
latter includes Dodge et al. [1995], Dodge et al. [1996], and
Hurukawa [1998].

[6] We first define what we mean by “aftershocks.” We
then provide evidence from earthquake statistics that fore-
shocks trigger their main shocks and that, in general, the
magnitude of a triggered earthquake is independent of the
magnitude of its trigger. Hence it is possible that small
Landers aftershocks played an important role in the trigger-
ing of the Hector Mine earthquake.

2.1. Definition of Aftershocks

[7] It has long been recognized that earthquakes cluster in
time on a scale of seconds, days, and years. After a large
earthquake, this clustering is particularly pronounced as
many other earthquakes follow in a short time period. The
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earthquake that initiates such activity is known as a main
shock, and the clustered earthquakes that follow are known
as aftershocks. The rate of aftershock occurrence follows
the modified Omori law [Utsu, 1961], a robust empirical
relationship given as

where R is the rate of aftershocks and ¢ is time after the main
shock, A is the productivity constant, ¢ is a constant with
units of time which is important for fitting the aftershock
rate, and p is the decay rate constant, typically slightly
larger than one. Aftershocks also show spatial clustering
around the main shock fault.

[8] Apart from their distinct clustering behavior, after-
shocks appear identical to other earthquakes. Hence we
understand an aftershock as any earthquake that would have
occurred at a later time, or not at all, if it had not been
influenced by a previous earthquake. For the purposes of
this study, the essential quality of aftershocks is that they
occur in distinct sequences of earthquakes that adhere to
Omori’s law. We also define a main shock as any earth-
quake that initiates such a sequence. Note that a single
carthquake may be both a main shock and an aftershock.

[o] For our modeling we assume that complex earthquake
interactions can be adequately treated by presuming that a
main shock can produce only two types of aftershocks. One
type is direct aftershocks, which are triggered solely by a
given main shock (in the sense that their timing and size are
independent of stress perturbations from other earthquakes).
Direct aftershocks can be adequately described by an
Omori’s law that begins at the time of the given main
shock. The other type is secondary aftershocks, which occur
on faults that have been so significantly stressed by a
previous aftershock that the Omori’s law which best
describes them begins at the time of this triggering after-
shock rather than at the time of the original main shock.
Secondary aftershocks may be triggered by either direct
aftershocks or other secondary aftershocks and may be
significantly composed of earthquakes that would not have
been triggered by the stress changes of the original main
shock. In our modeling we will create distinct direct and
secondary aftershocks by determining the timing of each
aftershock from a single earlier event. We will also use the
same parameters and the same equation (the modified
Omori law) to generate both direct and secondary after-
shocks. Doing so significantly reduces the number of free
parameters in the problem and will be further justified
below.

[10] In accordance with Michael and Jones [1998] we put
no restrictions on the relative sizes of the main shock and
aftershock, although we will specifically use the term
foreshock to describe a main shock that is smaller than its
aftershock. This is consistent with our hypothesis that small
earthquakes are capable of triggering larger ones, which we
will demonstrate in section 2.2.

2.2. Main Shock and Aftershock Magnitude

[11] The simplest model that allows small earthquakes to
trigger large ones is that the nucleation process of earth-
quakes of all magnitudes is scale invariant, as has been
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proposed by Kagan and Knopoff [1981], Abercrombie and
Mori [1994], Mori and Kanamori [1996], Kilb and Gom-
berg [1999], and others and has been found in physically
based theoretical models of earthquake sequences [Lapusta
et al., 2000; N. Lapusta and J. R. Rice, Nucleation and early
seismic propagation of small and large events in a crustal
earthquake model, submitted to Journal of Geophysical
Research, 2002, hereinafter referred to as Lapusta and Rice,
submitted manuscript, 2002]. This means that the fault area
that must be stressed to start an event is the same for all
earthquakes (in a given normal stress and lithological
regime), and therefore must be the same size as, or smaller
than, the smallest earthquake possible. Once an earthquake
starts, the stress changes generated by the propagating
rupture are far greater than the typical static stress transfer;
hence it is reasonable to believe that dynamic stressing and
fault geometry [Harris and Day, 1993] in combination with
substantial fluctuations in the prestress distribution (Lapusta
and Rice, submitted manuscript, 2002) are the most impor-
tant factors in its continued propagation and final extent.
Under these assumptions, the size of the triggering earth-
quake has little or no control over the final size of the
earthquake triggered; or, stated conversely, the magnitude of
an aftershock is essentially independent of the size of the
main shock that triggered it.

[12] If main shock magnitude does not determine after-
shock magnitude, we can assume that the size of any given
aftershock is chosen randomly from the Gutenberg-Richter
magnitude-frequency distribution [Gutenberg and Richter,
1944]. This distribution is a robust empirical description of
magnitudes in regional earthquake populations and is given

by
logo[N(m)] = a — bm,

where N(m) is the number of earthquakes greater than or
equal to magnitude m and b is a constant which is generally
close to unity. The constant a is slightly less than the
magnitude of the largest earthquake in the population for
time periods long enough for a significant amount of
seismicity to accumulate but not longer than the average
repeat time of the largest earthquake possible.

[13] If the smallest earthquake possible has a magnitude
of M;n, the Gutenberg-Richter relationship predicts that the
total number of earthquakes in the population is equal to
109~PMmin - Thus the probability that a randomly chosen
earthquake is greater than or equal to some magnitude m
is given by

loufbm

TT= 10P Mamin —m)

P(m)

Therefore, as pointed out by Reasenberg and Jones [1989],
in this model N,(m;,m;), the number of aftershocks
produced by a main shock of m; that we expect to be
greater than or equal to m,, is given by

Na(my,mz) = Ny(my, Muin)P(m2) = N (my, My ) 10°Min=m2)

Where N,(mi,My;,) is the total number of aftershocks
produced by a main shock of magnitude m, and P(m,) is the
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Figure 2. Main shock magnitude plotted against the
difference between the main shock and largest aftershock
magnitude for (a) our California-Nevada data set, (b)
Japanese earthquakes from Utsu [1961], (c) Greek earth-
quakes from Drakatos and Latoussakis [2001], and (d) large
worldwide earthquakes from Tsapanos [1990]. All data sets
satisfy Bath’s law that states that the difference in
magnitude between the main shock and the largest
aftershock is independent of main shock size. (The squared
correlations are 0.019, 0.013, 0.002, and 0.015, respec-
tively.) There are no negative y axis values in accordance
with the definition of aftershocks used in the other studies.

probability that a random aftershock will have a magnitude
>m,. We can use this expression to predict how many large
aftershocks should follow small main shocks. We will then
compare this prediction to observed foreshock statistics to
test our model. In section 2.3 we use the empirical
relationship known as Bath’s law [Richter, 1958; Bath,

1965] to solve for N (m, M), and we obtain an explicit
expression for N,(my,m;).

2.3. Using Bith’s Law to Calculate Aftershock
Production

[14] Bath’s law states that the average difference in size
between a main shock and its largest aftershock is 1.2
magnitude units, regardless of main shock magnitude
[Richter, 1958; Bdth, 1965]. We verify this empirical
relationship using aftershock data from Utsu [1961], Tsa-
panos [1990], and Drakatos and Latoussakis [2001] and a
data set of our own based on California and Nevada earth-
quakes from the Council of the National Seismic System
(CNSS) catalog. This additional data set consists of 79 M >
5 earthquakes that occurred between 1975 and 2000 and
their aftershocks (Figure 2). We exclude earthquakes that
occurred in the Mammoth Lakes volcanic caldera, where
seismicity is influenced by magma, as well as M > 5

earthquakes that were so close in time and space to a
previous large earthquake that their independent aftershocks
could not be determined. We identify as aftershocks all M >
2 earthquakes that occurred within 1 month of an M > 5
main shock and within the area that contained spatially
clustered seismicity about the main shock epicenter, by
visual inspection. The aftershocks thus identified were
generally located within two to three fault lengths of the
main shock epicenter.

[15] In all of the studied data sets we find that the differ-
ence in magnitude between the main shock and the largest
aftershock is independent of main shock magnitude,
although the average value of the difference varies between
1.0 and 1.4 for the different data sets (for California-Nevada
the difference is 1.28 + 0.19). Thus we find that Béth’s law is
generally valid, meaning that on average an increase in the
magnitude of a main shock from m; to m; + 1 corresponds to
a matching increase in the magnitude of the largest after-
shock from m, to m, + 1. We show in section 2.2, however,
that P(m5), the probability of a random earthquake having
M > my, is equal to 10°Mmin=m) " or P(m, +1) = (1/10°)
P(m,). Therefore to satisfy both Béath’s law and the hypoth-
esis that the magnitude of each aftershock is chosen at
random, the decreased probability of any particular after-
shock having a magnitude 1.2 units below the main shock as
main shock magnitude increases must be offset with an
increased number of aftershocks. That is

Niy(my + 1, Min) = 10°N(my, Miin),

and so we conclude that N4(m;, M,,;,) varies as a power of
10” with main shock magnitude

Ny(my, Myin) = 1020 =),

The constant d depends on the time and area chosen for
counting aftershocks, and presumably on the tectonic
region Since M,,;, is a constant, we can rewrite d = C —

Mpin (Where C is a constant) and substitute N, (mq, Myin)
back into our expression to solve for N,(m;,m,):
N(my,ma) = Ny(my, M) P(my) = 1070 =€ Main) o (Moin=m2)

_ loh(m|7C7mz).

This result agrees with the theoretical results of Reasenberg
and Jones [1989] and Kagan [1991] and the empirical
observations of Yamanaka and Shimazaki [1990]. Michael
and Jones [1998] have also shown the converse, that
assuming aftershock production varies as 10"~¢ repro-
duces Bath’s law. Kurimoto [1959] and Vere-Jones [1969]
also worked on the hypothesis that Béth’s law can be
reproduced if the magnitude of each aftershock is chosen at
random.

2.4. Testing Foreshock Predictions

[16] Our results in section 2.3 indicate that aftershock
productivity varies as 10”™; conversely, we know from the
Gutenberg Rlchter relatlonshlp that earthquake frequency
varies as 10", So changes in the number of aftershocks
produced per main shock is balanced by change in the
number of main shocks, and the total number of aftershocks
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produced by the total number of earthquakes in each unit
magnitude level should be the same. A similar conclusion
was reached by Michael and Jones [1998]. Hanks [1992]
used an analogous argument to demonstrate that small and
large earthquakes are equally important in stress redistrib-
ution along major fault zones.

[17] To test whether the percentage of aftershocks pro-
duced by each magnitude range is indeed a constant, we
investigate the California-Nevada M > 5 earthquake popu-
lation. If our model is correct, we would expect that the
percentage of this population that has M 2-3 foreshocks, for
example, is the same as the percentage of the population that
has M 4-5 foreshocks, and the same as the percentage that
occurs as aftershocks of M 7—8 main shocks. Conversely, if
foreshocks have no triggering ability but rather are triggered
by a fault preparing for a larger earthquake or occur by
chance, we would not expect to find any particular link
between foreshock statistics and the number of M > 5
aftershocks produced by larger earthquakes. We would also
not expect the magnitudes of foreshocks to be evenly
distributed. Rather, foreshocks should be predominantly
small, since small earthquakes dominate earthquake catalogs.

[18] Unfortunately, however, the aftershocks of earth-
quakes of all magnitudes are not equally observable. The
aftershocks of an M 7 earthquake can generally be counted
quite easily, for example, but the aftershocks of an M 2
earthquake may be difficult to isolate if the M 2 happens to
occur within the early aftershock sequence of the M 7. We
solve this problem by measuring the percentage of after-
shocks triggered by each magnitude range from a data
subset that excludes early aftershocks of larger main shocks.
As long as the data subset used still contains a Gutenberg-
Richter distribution of magnitudes and has the same b value
as the data excluded, this method will not bias our results as
the ratio of potential main shocks to potential aftershocks
will remain constant.

[19] The data set we chose is the 1975—1995 California-
Nevada earthquake data set of Abercrombie and Mori
[1996], which corresponds geographically with our region
of interest for the Hector Mine earthquake. Abercrombie
and Mori [1996] identified as foreshocks 2 < M < 5
earthquakes that occurred within 30 days and 5 km of an
M > 5 main shock. They eliminated from their data the
Mammoth Lakes volcanic region (where moving magma
causes complications by adding variable stresses to the
system) and regions in which the recording completeness
level was above M 2.0. From the remaining data they
identified 59 M > 5 earthquakes that were not obvious
aftershocks of other M > 5 earthquakes. Eight of them had
largest foreshocks of M 2—3, ten had largest foreshocks of
M 3—4, and eight had largest foreshocks of M 4-5. We
examine the 78 remaining M > 5 earthquakes in the data set
and find that 52 of them occurred as 30-day aftershocks of
other M > 5 earthquakes, with 15 following M 7-8 earth-
quakes, 22 following M 6—7 earthquakes, and 16 following
M 5-6 earthquakes. We inspected the remaining 26 earth-
quakes for foreshocks. Many of these earthquakes were
aftershocks of M > 5 earthquakes that followed the main
shock by two months to several years. We found that the
aftershock sequences had quieted down enough by this
point that foreshocks could be identified if we limited
ourselves to 24 hours before the main shock (a time period
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in which Abercrombie and Mori [1996] found that most
foreshocks occur in any case). Doing so, we found 2
additional earthquakes with M 2-3 foreshocks, 2 with M
3—4 foreshocks, and 3 with M 4-5 foreshocks.

[20] We can now calculate the percentages of the relevant
M > 5 earthquake populations that follow main shocks of
different magnitude ranges. We find that 15/137 = 11% of M
> 5 earthquakes follow M 7—8 main shocks, 22/122 = 18%
follow M 6-7, 16/100 = 16% follow M 5-6, 11/84 = 13%
follow M 4-5, 12/73 = 16% follow M 3—4, and 10/62 =
16% follow M 2-3. The average percentage for all the
magnitude levels is 15%, and using binomial probability, we
estimate that given the sample sizes, the variation from this
average at the 95% confidence level should go from +6%
for the M 7-8 main shocks to +9% for the M 2-3
foreshocks. All of the values measured are within these
limits. Therefore, we can conclude that the data is statisti-
cally consistent with our prediction that the percentage of M
> 5 earthquakes occurring as aftershocks of each magnitude
range should be constant. Thus the data are consistent with
our hypothesis that main shock and aftershock magnitude
are independent, and that foreshocks are simply small main
shocks with large aftershocks.

[21] As additional support, Reasenberg [1999] notes in a
survey of seven different foreshock studies that foreshocks
are always evenly distributed with magnitude. The per-
centage of main shocks that derive foreshocks from a
single magnitude unit range appears to average worldwide
at 13.6%, with a range between 12% and 17% [Reasen-
berg, 1999]. Our central assumption that aftershock and
main shock magnitudes are independent also means that
the magnitudes of foreshocks and their corresponding main
shocks should not be correlated. This has been observed
by Abercrombie and Mori [1996] and by a number of
other authors including Jones and Molnar [1979], Jones
[1984], Agnew and Jones [1991], and Reasenberg [1999].

[22] In general, any single small main shock is unlikely to
have a large aftershock simply because it has few after-
shocks. There are many small main shocks, however, and
taken as a group they are just as likely to produce large
aftershocks as the smaller number of large main shocks are.
Therefore we conclude that it is possible that one of the
numerous small aftershocks of the Landers earthquake was
the direct trigger of the Hector Mine earthquake. We will
next demonstrate that this scenario is not only possible, but
likely.

3. Evidence That the Hector Mine Earthquake
Was Triggered by an Aftershock of the Landers
Earthquake

3.1. Observational Evidence

[23] It has long been recognized that aftershocks have
their own aftershocks, often referred to as “‘secondary
aftershocks™ [Richter, 1958]. It is often impossible to isolate
secondary aftershocks from the rest of the sequence, how-
ever, unless they are in some way temporally or spatially
isolated.

[24] Spatial and temporal isolations both indicate that
most Landers earthquake aftershocks in the Hector Mine
earthquake epicentral region were secondary, triggered by
the 5 July 1992 M 5.4 Pisgah aftershock and its aftershocks.
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Figure 3. Seismicity in the Hector Cluster region (see
Figure 1) increased after the Landers earthquake but
increased much more after the M), 5.4 Pisgah earthquake
7 days later. This suggests that most of the aftershocks in the
Hector Mine cluster region were direct or secondary
aftershocks of the Pisgah earthquake and only secondary
aftershocks of the Landers earthquake.

In the 7 days following the Landers earthquake, the seis-
micity rate in a 26 km x 17 km region around the future
Hector Mine epicenter (box in Figure 1) increased from an
extremely low level (1.2 M > 2 earthquakes/yr) to an
average of 4.3 M > 2 earthquakes/d. In the 7 days after
the Pisgah earthquake, however, the rate quadrupled to an
average of 17.1 M > 2 earthquakes/d (Figure 3) and a
distinct spatial cluster formed (Figure 1). This indicates that
even though the Pisgah earthquake was nearly two magni-
tude units smaller than the Landers earthquake, its location
within several kilometers of the future Hector Mine earth-
quake hypocenter made it locally a more important stressor
[also see Harris and Simpson, 2002]. Indeed, because
earthquakes of all magnitudes have roughly comparable
stress drops [e.g., Kanamori and Anderson, 1975; Aber-
crombie, 1995] and thus produce comparable static stress
changes in the near field, a small earthquake that is close
can produce higher static stress changes than a larger
earthquake that is farther away.

[25] Perhaps even more important for the triggering of the
Hector Mine earthquake than the Pisgah earthquake, how-
ever, were M 4.3 and M 4.1 earthquakes that occurred
within 2 km of the Hector Mine epicenter in August and
October 1996, respectively. These earthquakes triggered a
strong local seismicity response (Figure 4). Another sharp
increase in near-epicentral seismicity commenced with the
beginning of the Hector Mine foreshock sequence on 15
October 1999 (Figure 4).

[26] Since the Pisgah earthquake also had apparent fore-
shocks, one possible triggering scenario for the Hector Mine
earthquake is the Landers earthquake — Pisgah foreshocks
— Pisgah earthquake — M 4.3 — M 4.1 — Hector Mine
foreshocks — Hector Mine earthquake. However, this or
any other detailed scenario is impossible to prove. Attempts
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at calculating static, dynamic, or other stress changes
produced by the earthquakes in the potential chain would
be compromised because the 1996 M 4 earthquakes, Hector
Mine foreshocks, and Hector Mine epicenter are so close to
one another that small errors in location and focal param-
eters would significantly alter the results. In addition, M 3,
M 2, and smaller earthquakes may have been critical links in
the triggering chain. Finally, it is unclear whether the Big
Bear aftershock (M 6.2—6.5 [Dziewonski et al., 1993;
Hauksson, 1994]), whose own aftershock lineations point
toward the Hector Mine cluster (Figure 1), should be
included as part of the calculation. Instead of investigating
any particular stress transfer path, then, we use Monte Carlo
simulations of the Landers aftershock sequence to estimate
the probability that if the Hector Mine earthquake was an
aftershock of the Landers earthquake, it was a secondary
rather than a direct aftershock.

3.2. Statistical Evidence

[27] If the Hector Mine earthquake was an aftershock of
the Landers earthquake, the probability that it was a
secondary aftershock is equal to the percentage of sev-
enth-year Landers aftershocks that were secondary. There is
no easy way to calculate this percentage analytically, so we
estimate the percentage with Monte Carlo simulations of the
Landers aftershock sequence. In our Monte Carlo trials we
simulate only the time and the magnitudes of each after-
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Figure 4. Number of earthquakes (M > 1.6) within 1 km
of the Hector Mine earthquake epicenter with time. (On
average seismicity is complete down to M 1.6 in the region.)
Each bar represents 1 year. Before the Landers earthquake
the area was seismically quiet. After the Landers main
shock in 1992 a few earthquakes occurred, but the largest
seismicity increases occurred after a nearby M 4.3 and M
4.1 in 1996 and after the beginning of the Hector Mine
foreshock sequence in 1999.
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shock. The spatial dimension, which is considerably more
complex, is not dealt with explicitly.

3.2.1. Monte Carlo Simulations

[28] To generate aftershock magnitudes and times in our
Monte Carlo simulations, we use the inverse transform
method [e.g., Rubinstein, 1981] for choosing sample values
from an arbitrary probability distribution. The key observa-
tion is that if Gy (x) is the cumulative distribution function
(CDF) of a variable x, then

Gx(x) = P{X <x},

where P{X < x} is the probability that a randomly chosen
value from the population of X will be <x and thus must be
uniformly distributed between 0 and 1. This allows us to set
Gy(x) equal to r, where r is a uniform random number 0 < r
< 1, and then invert the equation to obtain sample values
for x in terms of 7

x = G}l ().
Note that we can also write
1 —Gy(x) =P{X >x}=r.

This second form is more convenient for our purposes. We
use this equation in our procedure, which consists of three
steps:

1. We determine the magnitude of each aftershock by
using the inverse transform method to select random
magnitudes from the Gutenberg-Richter distribution

1 — Gy(m) = 10°Win=m) — pLAf >} = p
to obtain

m = Mpyin — log,(r)/b.

2. We select the timing of each aftershock from the
modified Omori law distribution by calculating a CDF from
the nonstationary Poissonian function based on the modified
Omori law. The regular Poissonian function describes
random processes that occur at a steady rate with time,
whereas the nonstationary Poissonian describes random
processes whose rate changes with time. The nonstationary
Poissonian is therefore appropriate for modeling aftershock
sequences [Toda et al., 1998]. Our equation is

B

1 — Gp () =exp (— /A(H—c)pdt) =P{Th >t} =r,

Al

where #; is the time of the last aftershock and #, is the time
of the next aftershock. Solving the integral, inverting, and
simplifying we obtain

Ifp=1
th = r’l/Atl —|—c(r71/‘4 —1).

Ifp=l1

b= 1+ =(1-p)| "
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With the restriction that if p > 1 it is required that
r> e (1 4 ¢)' P

If r is less than this value, no more aftershocks will occur.
3. The aftershock productivity of each earthquake in
the sequence is determined by setting the 4 parameter in
the modified Omori law equal to Apl0®M where M is the
magnitude of the main shock in question and A4p is the
productivity constant of the direct aftershock sequence.

3.2.2. Parameter Fitting for the Monte Carlo
Simulations

[29] The parameters needed for the model simulations are
Ap, ¢, and p for the modified Omori law and b and M,;, for
the Gutenberg-Richter law. From a linear regression of all
of the Landers aftershock data (which are complete down to
M 4) we get a b value of 1.02 + 0.09; we chose a b value of
unity for the simulation. We choose 0 for M,;,, since it has
been documented that shear-slip earthquakes with stress
drops comparable to those of larger earthquakes can be at
least as small as M = 0 [dbercrombie, 1995]. It has also
been shown in mines that the smallest shear-rupture earth-
quakes are M = 0 [Richardson and Jordan, 2002].

[30] For the Omori parameters, it is important to empha-
size that we seek the parameters that describe only the direct
sequence of aftershocks that follows each main shock.
These are not the same parameters that would produce a
best fit curve to the observed sequence made up of both
direct and secondary aftershocks, which has a higher
activity level and slower decay rate. We use forward
modeling to solve for the Omori parameters, minimizing
the least squares residual between the model and observa-
tions for how many My, > 2 aftershocks occurred on each of
the first 5 days of the Landers aftershock sequence and,
cumulatively, over the first 7 years. This is done by
choosing one parameter combination, running 300 simula-
tions, comparing the average of the simulation results with
the observed aftershock sequence, adjusting the parameters,
performing another set of runs, and so on.

[31] To calculate observed daily earthquake counts for the
Landers aftershock sequence, we first consider all of the
seismicity recorded in the composite Council of the
National Seismic System (CNSS) catalog in the geograph-
ical region 33.64°N to 35.39°N and —117.39°W to
—115.57°W. This region was chosen because it contains
visibly clustered Landers aftershocks. Choosing these
bounds will exclude some aftershocks that occurred quite
far from the epicenter, which will cause us to underestimate
the activity parameter Ap. Thus we will slightly under
predict how many Landers aftershocks were secondary.

[32] We then convert the CNSS catalog magnitudes that
are M., to My. M. is essentially equal to M;, so we use
straight-line approximations to the Hanks and Boore [1984]
curve for conversion from M; to M, (in dyn cm):

10g(M()) =M; +17.1; My <2;
10g(M0) = 1.37M; + 16.46; 3.8 > M; > 2;
10g(M0) = 1.5M; +16.1; 6 > M; > 3.8;

and then convert from M, to My using [Kanamori, 1977]

My = log(My)/1.5 — 10.73.
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We then check for catalog completeness down to My, 2 for
the beginning of the Landers aftershock sequence, when the
high activity rate caused some small earthquakes to be
unrecorded. We find that the Landers sequence can only be
considered complete down to My, 2 after the first 10 days.
We estimate new aftershock counts for the first 10 days by
first using the Gutenberg-Richter relationship to estimate
the magnitude to which the sequence was complete. To be
safe, we add 0.1 to this magnitude to get a “completeness”
magnitude m,, and then we count the number of earthquakes
M > m.. We then use the Gutenberg-Richter relationship
with b = 1 and a = m,. — 0.05 to estimate the number of
earthquakes My, > 2. The factor of 0.05 is subtracted
because rounding in the CNSS catalog means that
magnitudes reported as m. may actually be as small as
m.— 0.05.

[33] Finally, we need to account for the fact that not all of
the earthquakes occurring after the Landers earthquake in
the region we have chosen are actually Landers aftershocks.
Our catalog also includes aftershocks of the 23 April 1992
My 6.2 Joshua Tree earthquake and independent earth-
quakes, often referred to as “background” seismicity. We
estimate the effect of the Joshua Tree earthquake by fitting
the first 66 (pre-Landers earthquake) days of the Joshua
Tree aftershock sequence with our model and then using
Monte Carlo simulations to project how many more after-
shocks would have occurred over the next 7 years. We
estimate the background seismicity rate from the CNSS
earthquake catalog from the time period June 1980 to
December 1985, when there were no My > 5 earthquakes
creating peaks in the seismicity rate. We find that at the time
of the Landers earthquake, the Joshua Tree sequence and the
background rate combined were contributing two to four M
> 2 earthquakes per day. Since there were hundreds of
earthquakes per day at the beginning of the Landers after-
shock sequence, there is no need to change our early
aftershock count. Over the 7 years between the Landers
and Hector Mine earthquakes, however, we estimate that the
Joshua Tree sequence contributed about 1200 earthquakes
and the background rate about 2690 earthquakes. We
subtract this from our 7-year total M > 2 Landers aftershock
count of 25,810 before fitting the Omori parameters.

[34] We also note that the number of aftershocks per day
in a sequence is sensitive not only to the Omori parameters
but also to the largest magnitude aftershock to occur in the
sequence (Figure 5). Therefore, to make our simulated
sequences as close to the actual Landers aftershock
sequence as possible, we use only those sequences that
contain first-day aftershocks in the magnitude range of My,
6.15-6.55. This is the range estimated for the Big Bear
aftershock, which occurred on the first day of the Landers
sequence and was the largest aftershock to occur before the
Hector Mine earthquake. In accordance with the data, we
also do not allow production of any aftershock larger than
My, 6.55 before the time of the Hector Mine earthquake.
Allowing larger aftershocks to occur would increase the
average number of aftershocks per day produced with the
same set of Omori parameters, causing incorrect parameters
to be solved for.

[35] We find that all of the Omori parameter combina-
tions that fit the 7-year cumulative Landers aftershock count
produce the same percentage of secondary aftershocks in
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Figure 5. The total number of aftershocks over 7 years of
the simulated aftershock sequences varies significantly with
the magnitude of the largest aftershock on the first day of
the sequence. Thus, to most closely reproduce the actual
Landers aftershock sequence with our simulations, we only
use simulated sequences that have first-day aftershocks in
the magnitude range of the Big Bear aftershock, the largest
first-day aftershock in the Landers earthquake sequence.

the seventh year. Fitting the cumulative aftershock total is
therefore sufficient to give us the percentage of aftershocks
that are secondary. We also fit the first 5 days of the
aftershock sequence, however, to get values for Ap, p, and
c. Having these values allows us to compare the shapes of
the modeled and observed sequences to check the validity
of our model assumptions. An average of model runs with
the best fit parameters of 4, = 0.0058 day” ', p = 1.25, and
¢ =0.08 day is shown with the Landers aftershock sequence
in Figure 6.

[36] In addition to solving for the best fit parameters, we
also hold p and ¢ fixed and vary A, to solve for the smallest
and largest activity constants that still satisfy the 7-year
cumulative aftershock count of the Landers sequence at
least 2% of the time. Having these values allows us to
determine complete error bars. We find that the minimum
and maximum A, values are 0.00535 and 0.00630 day” ',
respectively. We do not need to vary all three Omori
parameters because as noted above, the percentage of
aftershocks that are secondary in the seventh year will be
the same for any parameter combination that produces the
correct total number of aftershocks over 7 years.

3.2.3. Simulation results

[37] After solving for the parameters, we run an addi-
tional 1500 simulations of the Landers aftershock sequence
with the best fit parameters and the restriction that no pre-
Hector Mine aftershock can be larger than the My, 6.15—
6.55 Big Bear earthquake. This gives us 300 sequences that
attained a first-day aftershock of similar magnitude to the
Big Bear aftershock and are therefore similar enough to the
Landers aftershock sequence. If we do not make this
restriction, allowing aftershocks to be any magnitude up
to the size of the main shock, we get slightly larger error
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Figure 6. Results of the Monte Carlo simulations with
best fit parameters of 4, = 0.0058 day” ~ !, p = 1.25, and
c = 0.08 days, plotted against the observed Landers
aftershock time series. The observed time series consists
of all M > 2 earthquakes within the geographical bounds
33.64°N to 35.39°N and —117.39°W to —115.57°W, with
an estimated number of additional aftershocks added to the
first ten days to make up for incomplete recording of small
shocks. The model parameters are fit to this data minus the
number of non-Landers aftershocks (Joshua Tree after-
shocks plus background events) that we estimate to have
occurred over this area and time period. Hence the model is
expected to be slightly lower than the data. The increase in
the data starting around day 150 is due to M 5.4 and M 5.2
aftershocks. (a) Average daily aftershock counts from 300
runs of the model plotted against the data on a linear scale.
(b) Average daily aftershock counts from 300 runs of the
model plotted against the data on a log linear scale. (c) Two
arbitrarily selected runs of the model plotted against the data
on a log linear scale to demonstrate that the model and data
display similar amounts of variability.

bars on our final answer and a higher mean probability that
Hector Mine was a secondary aftershock (Figure 7).

[38] Our300 simulated sequences are sufficient to produce
a stable mean and 98% confidence intervals for the percent-
age of 7-year Landers aftershocks that were secondary.
Because the data are not normally distributed (Figure 8),
we calculate the mean and 98% confidence intervals by
performing 1000 bootstrap resamplings of the data. We find
that in the seventh year of the model sequences on average
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82.5% of the aftershocks are secondary with a 98% confi-
dence range from 69.7% to 95%. Hence, on the basis that the
Hector Mine earthquake occurred 7 years after the Landers
earthquake, we can assign an 82.5% probability that it was a
secondary, rather than a direct, aftershock of Landers.

[39] We can refine this probability with the observation
that the aftershock immediately preceding the Hector Mine
earthquake in the Landers aftershock sequence happened
only 0.29 day beforehand. Our simulations show that the
aftershock rate had dropped low enough by the seventh year
that secondary aftershocks were significantly more likely to
occur within 0.29 day of the previous aftershock in the
sequence than direct aftershocks were. Specifically, if we
use T to represent a time interval between consecutive
earthquakes that is 0.29 day or shorter, and S to stand for
an earthquake that is a secondary aftershock, we find from
our simulations that P(7 | S) = 0.305 and P(7) = 0.291.
Using conditional probability, this increases our probability
that the Hector Mine earthquake was a secondary aftershock
from 82.5% to 85%.

[40] In fact, if we could take the spatial dimension into
account, we would probably find that this probability is
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Figure 7. The probability that a random aftershock in the
Landers aftershock sequence is secondary, by year after the
main shock, plotted with 98% error bars. Circles show
results for the best fit parameters (4 = 0.0058 day” ', p =
1.25, ¢ = 0.08 day) with the first day aftershock limited to
the Big Bear aftershock range and no aftershock allowed to
be larger than Big Bear. Stars show results for the best fit
parameters with the sole limitation that no aftershock can be
larger than the main shock. Triangles show results for the
highest activity parameter (4, = 0.00630 day”~'), and
squares show results for the lowest activity parameter (4, =
0.00535 day” ') that can still fit a Landers earthquake-like
sequence at least 2% of the time. The high and low fit
parameter simulations are both done with aftershock
magnitude limitations as described above. Symbols are
offset for clarity.
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much higher. In addition to occurring just hours before the
Hector Mine earthquake, the previous recorded earthquake,
and the nine before it, also occurred within 2 km of the
Hector Mine epicenter. These earthquakes all satisfy the
Abercrombie and Mori [1996] criterion for foreshocks
described earlier.

4. Discussion
4.1. Model Assumptions
4.1.1. Model Parameters

[41] One source of uncertainty in our model is that we do
not have a precise value for M,,;,, the magnitude of the
smallest earthquakes in the system that can produce after-
shocks. We have chosen to set M,,,;, to 0, as justified earlier;
but since M = 0 is near the lower limit of our observational
abilities for tectonic earthquakes, it is rare to observe an
aftershock of an M = 0 earthquake. Likewise, it is difficult
to observe smaller earthquakes and whether or not they are
having aftershocks. Hence the true M., could be as high as
one or lower than zero. The number of aftershocks that our
model predicts are secondary decreases if M,,;, is in fact one
rather than zero, but the effect is small and is within our
current error bars. If M,;, is smaller than zero, the percent-
age of secondary aftershocks increases, so our result
becomes a lower bound on the true percentage.

[42] Our result is also sensitive to our choice of » value.
We used 1.0 for our calculations, but we find that the 65%
confidence range of b values for the Landers sequence is
from 0.975 to 1.065. A b value of 0.975 would correspond
to about 5% more of the 7-year Landers aftershocks being
secondary; a b value of 1.065 would correspond to about
15% less secondary activity.

4.1.2. Uniform Aftershock Productivity

[43] Another issue is that our model uses the same equa-
tion and basic parameters to build the direct aftershock
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sequence of the main shock and the direct aftershock
sequences of the aftershocks themselves. For this type of
modeling to give us the correct percentage of secondary
aftershocks, it is not required that every secondary aftershock
sequence exactly mimic the shape of the Landers sequence;
there may be large variations between individual sequences,
as is regularly observed between aftershock sequences in
general. What is required, however, is that there be no
systematic tendency for aftershocks to produce their own
aftershocks at any faster or slower rate than the main shock
that triggered them, after correction for relative magnitudes
(see section 2.2).

[44] Is this assumption reasonable? We note that no
physical differences have been found between aftershocks
and other earthquakes; therefore the total number of faults
that an earthquake of a given magnitude can significantly
stress is not affected by whether or not it is an aftershock.
There may be a difference in the receptivity of those faults,
however, given that a large earthquake has just occurred.
Indeed, we note that the core region of the Joshua Tree
aftershock sequence, although located just south of the
Landers fault, showed essentially no change in seismicity
rate in response to the Landers earthquake. This suggests
either fault exhaustion or some poorly understood indiffer-
ence to stressing from the Landers earthquake as a result of
high stressing from the Joshua Tree earthquake two months
earlier. We hypothesize, therefore, that a fault population’s
prestressing is important. Fault prestressing will not cause
systematic differences in the aftershock rates of main shocks
and aftershocks, however, if large main shock productivity
is affected by previous activity in its aftershock zone to a
similar degree to which secondary aftershock productivity is
affected by the main shock. Indeed, we have found good
evidence that the aftershock rates are similar.

[45] We first note that our model, which assumes that the
aftershock rates are the same, fits the data well (Figure 6).
Second, an abnormal aftershock production rate has not
been observed for secondary aftershock sequences occur-
ring on the edges of aftershock sequences, where they can
most easily be separated from other activity (Page [1968]
and our own observations of the Pisgah aftershock
sequence). However, the fault populations at the edges of
aftershock zones might not be representative. The strongest
evidence comes from foreshock statistics. If aftershocks
produce their own aftershocks at a significantly different
rate than other earthquakes, then it follows from section 2.4
that the incidence of foreshock occurrence within aftershock
sequences should be different from the average. Unfortu-
nately, it is impossible to uniformly inspect large early
aftershocks for foreshocks. However, we find that for the
California-Nevada data set that we used in section 2, after-
shock activity quiets down enough after one month that
foreshocks may be identified if we use the conservative
criteria that foreshocks must occur within 2 km of a large
aftershock and that the foreshock sequences must continue
to within 24 hours of the large aftershock. In comparison,
the Abercrombie and Mori [1994] criterion for foreshock
identification (outside of aftershock sequences) is a max-
imum of 5 km and 30 days of event separation.

[46] Our data set contains 14 M > 5 earthquakes that
occurred as aftershocks of other M > 5 earthquakes in a
time period spanning from 1 month to 2 years after the
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respective main shock. Five of the M > 5 earthquakes
occurred as aftershocks of M 5-6 main shocks, five as
aftershocks of M 6—7 main shocks, and four as aftershocks
of M > 7 main shocks. Of the aftershocks that we determine
to have foreshocks, the average time delay between the
foreshocks and the M > 5 aftershocks was 3.7 hours. In
comparison, the average time delay between the foreshocks
and the previous M > 2 earthquake within a 9 km radius
was 15.6 days. This contrast provides confidence that our
foreshock identification criteria are reasonable.

[47] Using the California-Nevada foreshock statistics that
we solved for in section 2.4, we predict that if aftershocks
trigger their own aftershocks at the same rate as other
earthquakes do we should observe that 2.1 + 2.7 (95%
confidence) of the M > 5 aftershocks have foreshocks in the
range M 4-5; we find two that do. Likewise, 1.8 £2.5 M >
5 aftershocks should have M 3-4 foreshocks; two are
observed. Finally, 1.5 + 2.3 M > 5 aftershocks should have
M 2-3 foreshocks, and again, two are observed. This
agreement suggests that aftershocks do not produce their
own aftershocks at any significantly different rate than other
carthquakes do.

4.2. Implications for Static Stress Triggering Studies

[48] Our analysis suggests that at the time of the Hector
Mine earthquake, 82% of ongoing Landers earthquake after-
shocks were secondary. We infer that these aftershocks
occurred in response to a stress field that had been changed
significantly since the time of the Landers main shock. Since
the Landers aftershock sequence is not a highly unusual one
for southern California, this implies that however well we
refine our ability to calculate stress changes caused by large
main shocks, and however well we refine our ability to
calculate the hypocentral and fault plane parameters of
aftershocks, a significant number of aftershocks will remain
unpredictable because of our present inability to calculate
the stress contributions of the multitude of small aftershocks.
These contributions will consist of stress fluctuations at all
spatial scales, with each aftershock producing stress changes
comparable to those of the main shock but over a spatial
domain scaled by its own rupture size.

[49] Calculating main shock-induced stress changes are
still useful; many studies have found that such calculations
improve our ability to predict where aftershocks occur [e.g.,
Harris and Simpson, 1992; King et al., 1994; Stein et al.,
1997]. We argue that such calculations should, however, be
regarded as a first step in predicting earthquake triggering,
and that critical next steps are yet to be developed to
account for the fact that stress changes produced by after-
shocks are significant. Since stress changes from after-
shocks accumulate with time, our results imply in
particular that short-term stress change results have uncer-
tain relevance for long-term predictions. Indeed, since most
aftershocks occur soon after the main shock the results of
most stress change studies are dominated by early after-
shock statistics. Our model indicates that the percentage of
ongoing aftershocks that are secondary climbs quickly
during the first several days of a sequence, however, before
it levels out asymptotically (Figure 7). (This transition to
asymptotic growth occurs because the direct aftershocks
decay according to Omori’s law, which mandates very slow
decay at long time periods. Thus the remaining fraction of
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direct aftershocks will force the percentage of secondary
aftershocks to level out below 100%.) As a result, we
predict that late aftershock populations should show less
correlation with main shock stress changes than aftershock
populations as a whole. This may explain the findings of
Harris et al. [1995] that static Coulomb stress changes
caused by M > 5 main shocks in California could be used to
predict the locations of M > 5 earthquakes in California
only if less than 1.5 years had elapsed since the last
triggering main shock.

[s0] We also note that statistical analysis of static stress
change predictions have always reflected significant limi-
tations of the technique. This failure is presumably due to
some combination of secondary triggering, non-static stress
triggering mechanisms (which must effect secondary as well
as primary aftershocks) and inaccurate stress change mod-
eling resulting from main shock slip uncertainties, structural
inhomogeneities [Langenheim and Jachens, 2000; Hearn,
2001], focal mechanism uncertainties [Kilb, 2001], and
other problems. For example, Hardebeck [2001] estimated
that for the first month of the Landers aftershock sequence,
63 + 2% of the aftershocks were consistent with the
combined static Coulomb stress change induced by the
main shock and the largest aftershock (the Big Bear earth-
quake); 45 £+ 2% of synthetic randomly generated after-
shocks were also consistent with these stress changes. We
use X to represent the percentage of aftershocks explainable
by the main shock and Big Bear stress changes calculated
and assume that the rest of the aftershocks correlate with the
calculated stresses at the random earthquake rate. This gives
us 0.45(1 — X) + X=0.63; X = 0.33. When we look at all
Landers aftershocks, however, we are including many after-
shocks that occurred close to the main shock fault plane,
where agreement between aftershocks and main shock
stress triggering is often poor, presumably because of
uncertainties in the main shock slip inversion. Limiting
the data set to aftershocks experiencing between 0.1 and 5
bars of stress change, where Hardebeck [2001] finds the
best agreement, we find that 71% of the observed after-
shocks and 47% of the randomized catalog agreed with the
main shock stress change. This yields X = 45%, meaning
that 55% of the aftershocks were potentially unrelated to the
static stress changes caused by the main shock. In compar-
ison, our simulations predict that 51% of Landers after-
shocks occurring in the first month were secondary with
respect to the Landers main shock and about 43% of the
aftershocks were secondary with respect to both the Landers
earthquake and its largest aftershock.

[s1] Studies of some other earthquakes reveal even less
agreement between aftershocks and main shock-induced
static stresses. The results of Hardebeck [2001] for the
1994 My, 6.7 Northridge earthquake, for example, indicate
that X' = 12% for all of the aftershocks and X' = 26% for the
subset experiencing 0.1 to 5 bars of main shock stress
change. Toda et al. [1998] compared seismicity rate
changes after the 1995 Kobe ecarthquake with the static
stress changes produced by the main shock. For areas
experiencing less than § bars of stress change, they found
that 61% of the seismicity rate changes were consistent with
the static stress changes, while 60% were consistent with a
null hypothesis motivated by a simple model of dynamic
triggering.
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[52] These results suggest that we might best predict
aftershock locations if we focus both on predictions from
stress change studies and on areas where aftershocks are
already clustering, which is where secondary aftershocks
are most likely to occur. In addition to the Hector Mine
earthquake the Landers earthquake itself [Hauksson et al.,
1993], the 1999 My 7.2 Diizce, Turkey [Parsons et al.,
2000], and the 1988 M), 7.8 Gulf of Alaska earthquake,
among others, nucleated within aftershock clusters of a
previous main shock. Spatial variations in aftershock activ-
ity may also be used to identify which aftershock clusters
are most likely to produce large aftershocks [ Wiemer, 2000].

[53] In summary, stress changes from the main shock
should dominate the first-order aftershock pattern and hence
do have predictive power. However, the aftershocks them-
selves modify the pattern so significantly that it becomes
difficult to test whether specific events are compatible with
local stress changes. In particular, we note that this result
means that whether or not different aftershock triggering
models, such as static Coulomb or viscoelastic stress
change, agree with the Hector Mine earthquake, a single
triggered event, cannot be used to discriminate between the
models. Instead, the clear statistical dominance of one
model over another must be demonstrated for large data
sets of aftershocks.

5. Conclusions

[s4] Statistical evidence supports the hypothesis that the
magnitude of any single aftershock is statistically independ-
ent of the magnitude of its main shock. This means that
foreshocks are simply small main shocks that trigger large
aftershocks. Hence it is probable that the 1999 M 7.1 Hector
Mine earthquake was not triggered directly by the 1992 M
7.3 Landers earthquake but rather by its own foreshocks,
which were themselves triggered directly or indirectly by
the Landers earthquake. This could explain why static
Coulomb stress change analysis has not been able to
determine conclusively whether slip on the Landers main
shock fault triggered the Hector Mine earthquake, as the
foreshocks and other small earthquakes would have
changed the static stress regime in the neighborhood of
the Hector Mine earthquake hypocenter.

[s5s] Monte Carlo simulations and conditional probability
imply quantitatively that there is at least an 85% chance that
a small aftershock of the Landers earthquake, not the
Landers earthquake itself, was the most direct trigger of
the Hector Mine earthquake. Our simulations take into
account the magnitude of the Landers main shock, the
activity level of the aftershock sequence, and the fact that
the Hector Mine earthquake occurred 7 years into this
sequence. Hence there is only a 15% chance that direct
stress from the Landers main shock triggered the Hector
Mine earthquake. Thus we urge that at least as much
priority be placed on modeling the significant statistical
stress fluctuations produced by aftershocks themselves as
on refining models of main shock-induced stress changes.
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